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Family, areal, and sociolinguistic effects in typology



Family and areal effects in typology

Controlling for family effects
• sampling:

Bell (e.g. 1978), Bickel (2008), Bickel (2011), Dahl (2008), Nichols (1992), and
Rijkhoff et al. (1993)

• statistical control (group-level effects):
Bentz and Winter (e.g. 2013), Blasi et al. (2019), and Levshina (2019)

Controlling for areal effects
• macro areas:

(e.g. Dryer 1989; Dryer 1992; Hammarström and Donohue 2014; Donohue and
Whiting 2011; Hammarström and Güldemann 2014)

• relative measure of space between languages:
Dryer (2018), Jaeger et al. (2011), and Cysouw, Dediu, and Moran (2012)
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Sociolinguistic effects in typology

• there is ample evidence for socio-linguistic factors having an impact on the
crosslinguistic distribution of grammatical features
(Trudgill 2011b; Trudgill 2011a; Trudgill 2008; Perkins 1992; De Busser and LaPolla 2015;
Karlsson, Miestamo, and Sinnemäki 2008; Wray and Grace 2007; Lupyan and Dale 2016;
Ladd, Roberts, and Dediu 2015; Biber 2009; Chafe 1982; Chafe and Tannen 1987; Mithun
1984; Nettle 2012; Sinnemäki and Di Garbo 2018; Sinnemäki 2020; Bentz and Winter
2013; Biber 2009)

• socio-linguistic factors
• population size, proportion of L2 speakers
• language contact (multilingual settings)
• domains of use
• modality of use (written vs. spoken), literary tradition
• register (formal vs. informal) …

• associated linguistic features
• pronominal, demonstrative systems
• spatial orientation
• inflectional morphology
• word order flexibility
• subordination (syntactic complexity)
• nominal case …
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Family, areal, and sociolinguistic effects

? How do all family, areal, and sociolinguistic factors interact?

? Are associations with current population sizes due to areal biases in samples (cf.
Nichols 2009)?

• such questions have received even less attention in linguistic typology

• notable exceptions

• Sinnemäki and Di Garbo (2018) and Sinnemäki (2020)
• GramAdapt project
• WS 14 at SLE 2021!

? To what extent is the number of dedicated conditional constructions associated
with sociolinguistic predictors once areal and family effects are taken into account?

+ Martowicz (2011) finds an association between the grammaticalization, lexicalization
and explicitness of conditional markers and various sociolinguistic factors

[…] the evidence gathered for anteriority and conditionality suggest that encoding of
these two relations is very prone to the influence of socio-cultural factors. (Martowicz
2011: 310)
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A note on conditional constructions



Types of conditionals

We can (roughly) distinguish between 3 types of conditionals (Kortmann 1997: 85,
Thompson, Longacre, and Hwang 2007: 255-256)

Ê real conditionals
present, past, future, or general situations for which it is unresolved whether or not
they are, were, or will be true
(1) a. If it’s raining on my way home, I am getting wet.

b. If you do not get enough sleep, you will be tired all day.

Ë hypothetical conditional
imagined situations which might happen
(2) If I went for a run, I’d feel less stressed afterwards.

Ì counterfactual conditional
(3) If you had been at the meeting, you would have seen the new CEO.
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Examples of (non-)dedicated conditional constructions
Conditional marker (often in the protasis)
(4) [Là

cond
góe=p’ét]
2sg.m.s=exit.sg

[t’òng
iRR

góe=múút].
2sg.m.s=die.sg

‘If you go out, you will die.’ Goemai (Hellwig 2011: 457)

Verbal marker
(5) [wà-á-gám-yà]

s:2sg-cond-greet-o:3sg
[e-èké-gúnówó]
s:3sg-neg.fut-answer

‘If you greet X, X will not respond.’ Oko (Atoyebi 2010: 94)

No overt marker (juxtapposition)
(6) [Dimilyi-rni

lancewood.bark-foc
maja-nga-yi],
get-1sg-fut

[wukurni
humpy

ngilma-nga-yi].
make-1sg-fut

If I get some lancewood bark, I can make a humpy. Jingulu (Pensalfini 1997: 211)

Relative construction
(7) [Nyila=ma=rna=nga

that=top=1min.s=dub
warlagu=ma
dog=top

ba-rru
hit-pot

guliyan=ma]
dangerous=top

[nyamu=yi=nga
rel=1min.o=dub

baya-wu].
bite=pot
‘I’ll hit the agressive dog, if it bites me.’ Bilinarra (Meakins and Nordlinger 2013: 307)
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Data & methods



Sample

our sample includes 300 languages
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Sociolinguistic annotation

• the relevant information is not available for many of the languages

+ established measures could be applied as such

Speaker information
• N speakers
• proportion of L2 speakers (45 languages)
• multilingual speakers: no < some < many < most < all (213 languages)

Language information
• literature tradition: yes, no
• used in writing: no < little < yes
• used in education: no < language classes < little < yes

3 Data & methods 7



Hypotheses

• N speakers

- more speakers → more variation and more conditional constructions

• modality & register

- formal, written use: need to be more explicit → more dedicated constructions

- languages with a literary tradition tend to have more adverbial subordinators
(Kortmann 1997: 256)

• degree of multilingualism

- the borrowing of conditional markers is not uncommon (cf. Bakker and Hekking 2012;
Matras 2008; Martowicz 2011)

- multilingual settings favor contact-induced borrowing

• areal effects

- low degree of explicitness of conditional markers in Australia and Papunesia
(Martowicz 2011: 276)
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Results



General distributions

N dedicated cxt 0 1−2 3−5 > 5

4 Results Distributions 8



Number of speakers

• more speakers → more constructions
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Other sociolinguistic factors

• higher degree of written/formal use → more explicit conditional expressions
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Availability of a verbal conditional marker

• languages with a conditional marker that is part of the verbal (inflection)
paradigm tend to have fewer dedicated conditional markers overall
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Modelling



Choosing the predictors

• we fitted a number of Bayesian poisson regression models to estimate the
number of conditional markers per language

models elpd diff se diff

N_cxt ~ log_speaker + edu + verbal 0.0 0.0
N_cxt ~ log_speaker + edu -5.5 4.6
N_cxt ~ log_speaker + edu + lit + writing + verbal -7.0 4.9
N_cxt ~ log_speaker -13.6 7.4
N_cxt ~ edu -17.2 8.8
N_cxt ~ lit -30.0 11.2
N_cxt ~ writing -35.3 11.8

• we used approximate LOO-CV to calculate the expected log predictive density (ELPD)
(Vehtari, Gelman, and Gabry 2017)
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No-controls model: conditional effects

N_cxt ~log_speaker + education + verbal_marker
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no−controls model

• with no additional linguistic controls, both the number of speakers and the use
of the language in education have a clear effect on the number of conditional
constructions

• the presence of a verbal conditional marker also has a robust weak effect
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Modelling family and areal effects



Including family and areal controls

• we then fitted a series of poisson models to examine the robustness of the
predictors from
the no-controls model
N_cxt ~ 1 + log_speaker + edu + verbal

• we first added “traditional” random intercepts for family and macro area:
the hierarchical model
N_cxt ~ 1 + log_speaker + edu + verbal + (1|family +
(1|macroarea)

• we controlled for family and areal/contact effects using a phylogenetic term
and a Gaussian process, respectively (Guzmán Naranjo and Becker accepted):
the full model
N_cxt ~ 1 + log_speaker + edu + verbal + PT + GP

• as a sanity check, we used those controls without the fixed effects:
N_cxt ~ 1 + PT + GP

4 Results Modelling family and areal effects 14
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Family bias: Phylogenetic regression

• the phylogenetic term (PT) can account for the fact that language families are trees

+ we do not need to choose any cut-off point between phylogenetic levels
(family, genus, etc.)

• a PT includes information about all relations between the languages in the sample:

• e.g. Spanish is more closely related to Catalan than to Italian, but these three are
closer to each other than to German

+ the model estimates effects for languages which must respect the phylogenetic
distances

(the more closely-related two languages are, the less their effects can vary)
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Geographic bias: Gaussian process

• we use latitude and longitude information to represent the location of
languages (Hammarström, Forkel, et al. 2020)

• with this, we include a Gaussian process (GP) in our model (a surface of 2
dimensions)

• the model estimates whether there are regions in the map that are strongly
associated with the response variable

+ we do not need to assume that the effect of distances is constant

4 Results Modelling family and areal effects 16



Model comparisons
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Comparing the conditional effects for use in education
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Comparing the conditional effects for verbal marker
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Phylogenetic effects
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Areal effects: Eurasia
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Comparing the predictive power

• we performed approximate LOO-CV to compare the predictive power of the
different models

predictors elpd diff se diff

log_speaker + edu + verbal + PT + GP 0.0 0.0
PT + GP -10.3 9.1
log_speaker + edu + verbal + (1|family) + (1|area) -24.4 11.2
log_speaker + edu + verbal -34.7 15.1

+ precise family and areal controls are crucial
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Conclusion

Little evidence for sociolinguistic effects
• when family and areal effects are properly controlled for, the effects of the

sociolinguistic predictors (used here) are much less certain

We need more sociolinguistic data

• of course, we cannot exclude that other sociolinguistic predictors / more
information would show a more robust effect

Controlling for a potential bibliographic bias

• include information on the length of the descriptions to control for a potential
bibliographical bias
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Thank you!
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Linguistic annotation

• type: real/hypothetical (N=455), general (N=364) , counterfactual (N=136)

• N other uses of the marker
• marker that is part of the verbal inflection paradigm

• form & position of the marker
• balanced / deranked construction
• N constructions per language
• N markers per language

• N dedicated constructions per language
• …
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Multilingual speakers

• for 213 languages, we have information on multilingual speakers
• more multilingual speakers → more borrowings → more conditional constructions
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+ however, in comparison to the other predictors (log_speaker, education), this is not a
relevant predictor
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Association between sociolinguistic factors

• the different sociolinguistic factors are associated with each other

+ potential collinearity!
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Phylogenetic term

H
in
di

G
er
m
an

D
ut

ch

Sp
an

is
h

Fr
en

ch

It
al
ia
n

Se
ri

C
hu

kc
hi

Hindi 1.00 0.67 0.67 0.67 0.67 0.67 0 0
German 0.67 1.00 0.83 0.67 0.67 0.67 0 0
Dutch 0.67 0.83 1.00 0.67 0.67 0.67 0 0
Spanish 0.67 0.67 0.67 1.00 0.91 0.90 0 0
French 0.67 0.67 0.67 0.91 1.00 0.90 0 0
Italian 0.67 0.67 0.67 0.90 0.90 1.00 0 0

Seri 0 0 0 0 0 0 1.00 0
Chukchi 0 0 0 0 0 0 0 1.00
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Gaussian process: A toy example
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